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1. Introduction
ATLAS-Canada has the following computing resources available.  A dedicated Tier-1 Data Centre at TRIUMF funded by CFI and BCKDF, and shared Tier-2 resources in the High-Performance Computing (HPC) consortia funded by the Compute-Canada National Platforms Fund (NPF) grant and provincial matching money
.  Each of these components is further separated into two portions.  The first is Canada’s contribution to common ATLAS computing.  Its use is managed by ATLAS and will be referred to as the WLCG (Worldwide LHC Computing Grid) share.  The second, called the “Canadian-only” share in this document, provides ATLAS-Canada physicists increased resources to give them a competitive advantage in extracting physics results.  The Canadian-only resources have been funded at the Tier-1 and were part of the overall request to Compute-Canada for the Tier-2 layer.  There is an additional Tier-3 layer consisting of resources in the various departments or HEP groups in the universities.  This layer provides interactive access and is not part of the Grid, except perhaps for data transfers.
A description of the ATLAS computing model and the essential and complementary roles played by the various layers (Tier-1 for event reconstruction and massive data storage, Tier-2 for user-analysis and Monte Carlo production, and Tier-3 for code development and final data analysis/ presentation) can be found at http://www.atlas-canada.ca/documents/AtCanComp-PublicV1.pdf 
While the Tier-1 resources are essentially set until 2010, the Tier-2 resources will be determined by a yearly allocation from Compute-Canada.  It is expected that ATLAS-Canada will be required to submit a coordinated national request for all NPF resources to the Compute-Canada NRAC (National Resource Allocation Committee) rather than multiple requests to the local consortium RACs. This is to provide a clear picture of our total use of the system.  Estimates were provided to Compute-Canada at the time of the grant request and were accepted in principle by the HPC consortia.  The allocation from Compute-Canada will allow us to make our yearly WLCG MoU pledges, while still having resources for Canadian-only use.  
This document describes how ATLAS-Canada will subsequently manage the Canadian-only share in the HPC consortia, as well as at the Tier-1. The issues addressed fall into two broad categories.  First is the policy issue of how access to the Canadian-only resources will be determined and prioritized.  Second is how the policies will be implemented technically, both at the Tier-1 and in collaboration with Compute-Canada site managers at the Tier-2s.
This document outlines solutions to these issues proposed by a working group made up of the ATLAS-Canada spokesperson (R. McPherson), the physics coordinator (I. Trigger), the computing coordinator (M. Vetterli), the Tier-1 director of operations (R. Tafirout), the Tier-2 coordinator (B. Caron), and ATLAS representatives from the HPC consortia providing Tier-2 resources (P. Savard for SciNet, S. Robertson for CLUMEQ, and M. Vetterli for WestGrid).  After consultation with the community, this is a second draft for comment by ATLAS-Canada investigators.  Upon approval it will be the policy document defining how Canadian-only resources will be managed.
Section 2 deals with the mechanism for managing resources based on a default allocation to every member of ATLAS-Canada and the creation of “power users”.  The latter will get priority access to both CPU and disk resources for a given period of time after which they will be expected to copy final results to their default areas and the resources will be freed up for the next user.

Section 3 outlines how the access policies will be implemented.  The technical solution must fit into the general ATLAS computing model and be compatible with the management tools used at the Tier-1 centre and in the HPC consortia.  To a certain extent, it will influence how resources will be managed.  People who are interested only in the general allocation policies do not need to read Section 3.
2. Access Policies to Canadian-only Computing Resources

2.1 General Description

It is important to realize that ATLAS-Canada physicists already have access to Tier-2 resources as part of the ATLAS computing model through the WLCG-controlled share. The Canadian-only resources will give us the flexibility to allow non-production jobs on the Tier-1, as well as increase our use of Tier-2 resources.  This document describes how ATLAS-Canada will share the resources allocated to us by Compute-Canada.

Details on how access to computing and storage resources will be managed in the context of the HPC consortia can be found in Section 3.  Briefly, local tools for job scheduling and resource allocation will used by the HPC consortia, while ATLAS-Canada will use the Grid layer to manage submission to the consortia themselves.
It is proposed that access to the Tier-1 continue to be limited to ATLAS production tasks but that the Canadian-only resources be used to add a restricted number of power users who have a particular need for access to RAW data or a very large sample of ESDs.  Distribution of the extra Tier-2 resources will be divided into two classes.  A fraction of the Canadian-only CPUs and storage will be allotted to power users to facilitate production-type analysis over large data sets. The rest will be used to increase the default capabilities available to Canadian users at the Tier-2 centres through their normal ATLAS WLCG allocation.
The model is for users to develop code and test it on small samples using their default Tier-2 allocation or their Tier-3 resources.  Once the code is debugged and ready to run over the whole data sample, users will be given substantial resources so that this procedure can be completed in a reasonable amount of time.  A similar procedure will apply to Monte Carlo production.
2.2 Sharing of Compute-Canada Allocation
When a user’s code is ready for production, and that this production is not part of a standard physics group in which case it would run through normal ATLAS channels, he/she will submit a short note to the ATLAS-Canada Prioritization Committee (PCom).  The PCom will evaluate priorities and instruct the operations team to modify the appropriate access files to increase the user’s priority for CPU usage and/or their share of the disk storage.  Note that users will not be given access to the tape system at the Tier-1 because this could potentially interfere with the primary tasks of archiving RAW data streaming from CERN and staging data back to disk for reconstruction.
The ATLAS-Canada Prioritization Committee will initially consist of the Physics coordinator and the Computing coordinator.  Other experts will be called upon if needed to evaluate the requests, for example for detector work.

Requests to the PCom should include a short description of the problem to be solved, the urgency of the request and why it does not fit into standard ATLAS physics production (2-3 paragraphs), plus the number of CPUs and the size of storage needed, including a justification of each (e.g with 250 CPUs I can finish my analysis in 4 days and I will produce 100 TB of temporary files), as well as a statement of the length of time for which the resources will be needed.  The intention is that in most cases the request will be scoped to finish in 1-3 weeks.  Users who are not comfortable filling out the technical parts of the PCom submission will receive help from user-support personnel at the Tier-1 and Tier-2 centres or from an experienced analyser at their institute.
In the case of the long-term allocation of CPUs and/or storage, the PCom’s decisions must be approved by the ATLAS-Canada investigators.  An example of this would be a decision to store all the RAW data from the calorimeter calibration stream at the TRIUMF Tier-1 to facilitate detector studies.
The allocation of Canadian-only resources will be published on a wiki page where any ATLAS-Canada member can monitor how they are being used.  These monitoring pages will be archived so that long-term usage can be followed.  The computing coordinator will give a summary of resource usage regularly, for example at ATLAS-Canada meetings, where allocation policies and their implementation can be discussed and adjustments to policies can be made.  Such adjustments will inevitably be necessary as the system is commissioned.
Every effort will be made to accommodate everyone’s needs.  However, should a user feel that he/she is being treated unfairly their case will be referred to the ATLAS-Canada spokesperson for adjudication.

2.3 Priorities

Resources will be allocated based primarily on physics priority.  However, factors such as pressure from competition or an upcoming presentation will also play a role.  Striking a balance between physics topics, consistent with the priorities of ATLAS-Canada, will also be important.  A secondary consideration will be the optimal use of the resources available.  For example a smaller request might fit in better with upcoming availability than a larger one.  Efforts will be made not to pre-empt an analysis in progress, but the PCom reserves this right in extraordinary circumstances if a request is considered to be particularly urgent (e.g. finding the Higgs just before an ATLAS physics week or a summer conference).

As stated above, it is hoped that requests can be scoped such that projects can be completed within a 1-3 week timeframe.  However, it is accepted that some tasks will be ongoing and it is possible that some users, most likely groups, will be given long-term power-user status.  This can be particularly true for tasks such as LAr calorimeter calibration, where Canada has responsibilities within ATLAS.  However, such tasks must be coordinated with broader similar studies within ATLAS as a whole to minimize duplication of effort.
Another example of longer-term allocation would be the storage of a dataset that is of particular interest to a large group of Canadians and that will therefore be used over and over.  A possible example of this would the dataset(s) for the vector boson fusion Higgs production channel.  It would make no sense to be constantly deleting and recopying the same dataset.

As stated earlier, decisions on the long-term allocation of resources will be ratified by the ATLAS-Canada investigators.

2.4 General Philosophy of Resource Allocation
The typical lifecycle of a project will be as follows:
· A physicist develops an analysis (code and event selection, or a Monte Carlo production) on a relatively small dataset using their default Tier-2 allocation or their Tier-3 resources.
· When ready, and if the analysis cannot be scheduled satisfactorily as part of a standard physics group analysis, he/she submits a 1-2 page request to the PCom for priority access to Canadian-only resources.  This should include the number of CPUs required as well as the disk space needed to store input datasets and/or temporary output files.
· The user’s priority for access to the Canadian-only CPU allocation will be changed and/or
 their share of the storage allocation will be modified.
· When the special allocation has expired, users will be given time to copy final results either to their default Tier-2 disk space or to their Tier-3.

· Storage will be cleaned and allocated to another user.  An exception will be made for files that could be of use/interest to a more general community.  However, care will have to be taken not to fill up the disk space in this way.
The technical mechanisms used to implement the policies outlined above are described in Section 3.  However, general comments are made here to help explain what users can expect when receiving power user status.

Resources in the HPC consortia are not usually assigned in a static way. CPUs will be allocated typically by a Fairshare (FS) system.  This is scheduling software that uses a target in units of percent of the total resources available as a long-term average of the number of CPUs used.  The actual number of CPUs accessed by the user will vary and the system will keep a history of what was used for a period of time that is set by a parameter; we will use 1-2 weeks in 1-2 day increments.  The priority of a job submitted will be determined by comparing actual usage to the FS target.  If usage has been below the target, high priority will be given to the job and it will be submitted relatively quickly.  If usage has been greater than the FS target, lower priority will be given.  Overall, a user should receive the FS target averaged over time.  ATLAS-Canada computing personnel already have extensive experience with Fairshare.  Tools exist to manage sub-shares within the Fairshare system.  These will be used to manage our Compute-Canada allocations.
Unlike CPUs, disk space in the consortia is usually allocated in a static way, perhaps controlled by quotas.  ATLAS manages disk space using “space tokens”.  We will therefore divide our Comput-Canada allocation using this method.  The number of space tokens is controlled by the ATLAS Storage Resource Manager (SRM) and we will therefore not have access to an unlimited number of them. Furthermore, disk quotas for individual users cannot be set within SRM space tokens. As a result, it has been decided to use the honour system for disk space usage.  Users will get a default allocation and will be expected to stay within this quota.  Disk usage will be monitored by ATLAS operations personnel and those people using excessive space will be sent an email.  Scripts have already been written to aid in these tasks.
The technical mechanisms described in Sec.3 should provide a solution in general to the resource allocation tasks.  However the most difficult issue is related to providing a Fairshare calculation for the aggregate national resource utilization based upon time-varying historical usage patterns for each ATLAS-Canada member.  For this particular issue some form of global accounting or knowledge of usage history would likely be needed.  How this is being handled within gLite/EGEE and Panda is being investigated.  We will wait to see how this will be done by ATLAS in general before deciding what to do in Canada.

3. Technical Solutions to Implement the Usage Policies
Access by Canadians to WLCG resources in Canada must be controlled in the context of general ATLAS production and analysis tasks that will use the same CPU and storage resources.  This must therefore be done using tools that are already in place at ATLAS and at the HPC consortia.
The following section is rather technical and is included to give guidelines to the technical staff on how to implement the policies from Section 2. The technical staff is encouraged to comment and propose improvements. This information will also be useful for those ATLAS-Canada members who are interested in how the policies outlined in Section 2 will be implemented.  Furthermore, it is useful to document the technical aspects of resource allocation in one place for future reference.
Users who are interested only in resource allocation policies can limit themselves to Section 2 of this document.  Once the access policies have been approved a how-to document, which summarizes this technical section and explains the steps to be taken to access resources, will be written for ATLAS-Canada users.
3.1. Grid Resource Manager Components
ATLAS-Canada users will not be given an individual account at every WLCG site in Canada.  Rather, access will be done through the Grid.  So-called pool accounts will be set up at each site for use by ATLAS.  Grid users are assigned dynamically to one of the available pool accounts on a site facility based upon the ATLAS VO (Virtual Organization) group and role being used as part of their proxy (regular atlas user, atlas production role, atlas sgm role, … and similar for dteam, ops).

Case 1: Regular ATLAS User 

$ voms-proxy-init -- voms atlas
[VOMS: Virtual Organization Management System]

Case 2: Regular ATLAS User: Canada Group, base membership

$ voms-proxy-init --voms atlas:/atlas/ca

Case 3: Regular ATLAS Canada User with production Role

$ voms-proxy-init --voms atlas:/atlas/ca/Role=production


Case 4: Regular ATLAS Canada User with poweruser Role)

$ voms-proxy-init --voms atlas:/atlas/ca/Role=poweruser0
On the gLite 3.1 lcg-CE, the proxy list of the user is examined and controls to which local user pool account he/she should be mapped.  For a user who initiated a proxy request as given in Case 4) above, the CE system sees the following ordered list of proxy attributes for the user:

attribute: /atlas/ca/Role=poweruser0/Capability=NULL

attribute: /atlas/ca/Role=NULL/Capability=NULL

attribute: /atlas/lcg1/Role=NULL/Capability=NULL

Already at the Canadian Tier-1 and Tier-2 sites the ability to distinguish between Cases 1 and 2 is deployed and in active use.  For example, for various proxy attributes the corresponding Unix user and group IDs are indicated.

                        Regular ATLAS user ( (uid, gid)   = atlas049:atlas

   ATLAS user with Production Role ( (uid, gid)  = prdatl82:atlasprd

            Regular ATLAS Canada user ( (uid, gid)  = atcan031:atlascdn

       ATLAS Canada production user ( (uid, gid)  = prdatlc1:atlascpr

              ATLAS Canada power user ( (uid, gid)  = atcanp01:atlascpu
The atlasprd, atlascdn and atlasCPU unix group IDs are also members of the atlas unix group ID.

As part of the ATLAS VOMS framework multiple roles have been defined within the ATLAS VO Canada group.  For example, the following are currently defined:

/atlas/ca

/atlas/ca/Role=poweruser0

/atlas/ca/Role=production
The mapping of a user to a local pool account will be determined by the VOMS role and the distinguished name. The aim is to be general in the beginning and not overly specific in terms of definitions of available roles since these changes would first need to be approved centrally by ATLAS and subsequently propagated to the TRIUMF Tier-1 and Canadian Tier-2s.

For site administrators, the configuration files on the lcg-CE specifying the various mappings of groups and roles to local userIDs are located at:

     
 /etc/grid-security/groupmapfile

     /etc/grid-security/voms-grid-mapfile
What files to use, and in which order they should be used, is specified in

     /opt/glite/etc/lcmaps/lcmaps.db

Appropriate pool accounts for any new roles would need to be created on the local system, with a file for each username to be added to the /etc/grid-security/gridmapdir/ directory.

Similar configuration files exist within dCache for the storage mapping based upon the VOMS proxy of the user.  At the moment such mappings are not used for the /atlas/ca group (Section 3.4 discusses storage allocation and usage further).

The configuration files of dCache which specify the mappings are:

/opt/d-cache/etc/dcachesrm-gplazma.policy

/opt/d-cache/etc/dcacheVoms2Gplasma.conf

/opt/d-cache/etc/LinkGroupAuthorization.conf

Following any changes to the handling of roles in dCache the grid-vorolemap must be rebuilt:

$ /opt/d-cache/sbin/dcacheVoms2Gplasma.py –r –a \

   –c /opt/d-cache/etc/dcacheVoms2Gplasma.conf –q

3.2. ATLAS VO: Canada Group Membership Management

The /atlas/ca group is a sub-group of the ATLAS VO specific to Canadian ATLAS users.  At present users are instructed on the ATLAS Canada TWiki to apply for membership in the /atlas/ca group when completing their request to join the general ATLAS VO.  Upon being approved for membership in the general ATLAS VO, requests to also join the /atlas/ca group are forwarded automatically via e-mail by the VOMS system at CERN to the ATLAS Canada VO group manager (currently bryan.caron@cern.ch and Asoka De Silva from TRIUMF to provide backup coverage during holidays, etc).

This approval process simply requires the group manager to check-mark a box on the VO group web interface.  Prior to this the group administrator performs a simple check to confirm that the person is associated with an ATLAS Canada institute (usually automatic since the person should be using a Grid Canada certificate and has already been approved for general membership in the ATLAS VO).  Once approved the /atlas/ca membership is not visible to a given WLCG site until they have updated their grid-mapfile which automatically occurs several times per day at 6 hour intervals.  Membership in the /atlas/ca group will be reviewed periodically to remove people who have moved on.
For the non-default ATLAS Canada group membership roles such as ‘power-user’, the ATLAS VOMS web interface is used by the /atlas/ca manager to select the additional role to be added to the user’s entry upon approval by the RAC.  The new role attribute is not visible to a given WLCG site until they have updated their grid-mapfile through the system crontab every 6 hours.

Note that there is currently no mechanism available to the group administrator to configure the assigned role for the user to be valid for a fixed period of time with automatic removal.  Therefore at the agreed-upon end-time as decided by the RAC, the group manager can simply de-select the role previously given to the user, again through the web interface.  This removal is then visible to the WLCG sites following a grid-mapfile update every 6 hours.  This delay should not cause problems since the granting of power-user status should be done for a period of at least a week.
The creation of additional Roles for the /atlas/ca/ group cannot be done directly by the manager of the /atlas/ca group but rather must first be added to the ATLAS VOMS by the overall ATLAS VOMS administrator.  Afterward the Role memberships are moderated by the group manager(s).

The new role is employed by the user through an appropriately configured voms-proxy-init as described previously.  The site lcg-CE system is then able to properly map the incoming Grid user to a local Unix pool account, which is then used by Maui/Torque (see below) to determine appropriate settings of priority, maximum number of jobs, Fairshare target, and so on.

3.3. Local Resource Manager Components - Torque/Maui

A site’s batch queue system is controlled through the configuration of the Torque batch system and Maui scheduler.  An example configuration within Torque defines 3 queues, one for each of the VOs that we need to support for our sites: dteam, ops, and atlas.  Each of the queues is defined within Torque to have specific attributes such as default and maximum walltime, CPUtime, etc.

Maui is the batch scheduler that interfaces to Torque in order to schedule the handling of jobs according to the rules specified by the site or Grid resource manager(s) (by these we mean actual people not software).  These rules are specified in a configuration file maui.cfg and give the ability of defining a ‘Fairshare’ algorithm in which the job execution is carried out according to a target fraction of resources to be accessed by various job submitters.

The prioritization of jobs within Maui is computed using 6 components:

1) CRED (credential) 

2) FS (fairshare) 

3) RES (resource)

4) SERV (current service levels)

5) TARGET (target service levels)

6) USAGE (consumed resource)

The following is a snippet of the configuration of FairShare from maui.cfg:

# FairShare: http://supercluster.org/mauidocs/6.3fairshare.html

FSPOLICY          DEDICATEDPS%
FSDEPTH           7

FSINTERVAL       24:00:00

FSDECAY           0.80

FSWEIGHT          1

FSUSERWEIGHT      5

FSGROUPWEIGHT    50
The FSPOLICY “DEDICATEDPS%” calculates a user’s Fairshare with respect to the available resources in the system (indicated by the %).  Note that the % option only seems to be available in Moab, a commercial version of Maui. However, it is expected that Moab will be installed at all Compute-Canada sites. However, this is not the case for the Tier-1, where Maui will be used.  Allocation of resources at the Tier-1 should be an easier problem however because of the limited access there compared to the Tier-2 centres. FSDEPTH and FSINTERVAL determine how far back in time Fairshare tracks a user’s history of usage.  In this case, this is 7 intervals of 1 day. The FSDECAY parameter deemphasizes earlier time periods by a factor (FSDECAY)N  for the Nth period. In this way, recent usage is more important in determining priority. The FSWEIGHT parameter sets the importance of historical usage relative to other factors, some of which are described below. Finally, FSUSERWEIGHT and FSGROUPWEIGHT determine the priority of a given user or group relative to others.
GROUPCFG[atlas]         FSTARGET=10

GROUPCFG[dteam]         FSTARGET=5

GROUPCFG[ops]           FSTARGET=5

GROUPCFG[atlasprd]      FSTARGET=25  MAXJOB=100

GROUPCFG[atlascdn]      FSTARGET=20  MAXJOB=100  PRIORITY=1000

GROUPCFG[atlasCPU]      FSTARGET=10  MAXJOB=100  PRIORITY=10000

GROUPCFG[atlassgm]      FSTARGET=5   MAXJOB=5    PRIORITY=20000

GROUPCFG[opssgm]        FSTARGET=10  MAXJOB=5    PRIORITY=20000

GROUPCFG[dteamsgm]      FSTARGET=5   MAXJOB=5    PRIORITY=20000
The two most obvious components that can be used to determine job priority are the CRED and FS.

The CRED component allows a site to prioritize jobs based on political issues such as the relative importance of certain groups or accounts, and is calculated as follows:

Priority += CREDWEIGHT * (

                               USERWEIGHT * J->U->Priority     +

                            GROUPWEIGHT * J->G->Priority     +

                      ACCOUNTWEIGHT * J->A->Priority     +

                                 QOSWEIGHT * J->Q->Priority     +

                             CLASSWEIGHT * J->C->Priority      )

Based upon the above example maui.cfg, one could prioritize initially (ie. prior to including any Fairshare based upon historical usage) as a function of GROUP (ie. atlasCPU, atlascdn, atlasprd, …) as well as a function of individual USER within a given GROUP (ie. atlascdn001, atlascdn002, … have equal priority to start, and atlasCPU01, atlasCPU02, … have equal priority to start).

The Fairshare (FS) allows a site to prioritize jobs based upon short-term (approximately 1 week is the default configuration within Maui) historical usage and calculates priority as follows:

Priority += FSWEIGHT * MIN(FSCAP, (

                                                FSUSERWEIGHT *  DeltaUserFSUsage       +

                                              FSGROUPWEIGHT*  DeltaGroupFSUsage    +

                                           FSACOUNTWEIGHT*  DeltaAccountFSUsage +

                                                    FSQOSWEIGHT* DeltaQOSFSUsage       +

                                                FSCLASSWEIGHT* DeltaClassFSUsage      ))

Here DeltaXYZUsage is the difference between the currently observed FS usage and the target value.  The Fairshare target usage can either be a target value, floor value or ceiling value. 

The RES category allows for resource-based prioritization based upon the requests of a given job specification:

Priority += RESWEIGHT * MIN( RESOURCECAP, (

                     NODEWEIGHT  * TotalNodesRequested          +

                      PROCWEIGHT  *  TotalProcessorsRequested  +

                      MEMWEIGHT   *  TotalMemoryRequested     +

                     SWAPWEIGHT   * TotalSwapRequested          +

                      DISKWEIGHT   * TotalDiskRequested            +

                          PEWEIGHT   * TotalPERequested                )

For example, this allows the system manager to set priorities for various classes of jobs, independent of the user submitting them.
The SERV component allows one to specify the service metrics that are of greatest value to a site and that should therefore be factored into a priority calculation such as QUEUETIME (waiting time of a job in the batch queue).
In the above example, higher Fairshare target values are assigned to the atlasprd and atlascdn compared to the Fairshare targets for the other groups.  However higher priorities are assigned to the atlassgm and opssgm groups as these are used for software installation and SAM test execution.  Higher priorities are also assigned to the ATLAS-Canada poweruser group (atlasCPU) relative to the general ATLAS-Canada membership. 

Please Note

The numbers for FSTARGET, PRIORITY, MAXJOB and such as listed above are only examples currently employed at the ALBERTA-LCG2 site, and are functioning for the current workload arriving from regular ATLAS, ATLAS Production and ATLAS Canada users.  Fine-tuning of the actual values will need to be done for each site depending upon the resource composition, utilization pattern and preferred allocation as decided by the ATLAS-Canada RAC.  It is possible with the Maui Fairshare software to specify differing limits for each of the Unix/Maui groups that can submit to the system based upon how the site, ATLAS Canada site administrators, and overall management collectively wish to prioritize.  

The status of the Fairshare allocation can be seen at any time for a particular site that is running Maui (as executed on the machine installed with the Torque and Maui servers) to see if the Fairshare is being achieved.  The current value of the Fairshare for a particular group is the amount of dedicated ProcessingHours (PHDed) relative to the sum of  PHDed for all groups.

$ showstats –g
statistics initialized Wed Dec 31 17:00:00

         |------ Active ------|--------------------------------- Completed -----------------------------------|

group     Jobs Procs ProcHours   Jobs      %       PHReq        %    PHDed    %      FSTgt  AvgXF  MaxXF  AvgQH   Effic   WCAcc

atlas            0         0          0.00     186    0.54     13392.0    0.54   5048.8  21.67   10.00     0.42       0.00        1.13      95.12    40.92

atlassgm     4         4       285.57     179    0.52     12888.0    0.52       54.4   0.23      5.00     0.01       0.00        0.72      36.20     0.41

opssgm       0         0           0.00     383    1.10     19260.0    0.77       39.0   0.17    10.00     0.03       0.00        0.55     56.99      1.32

dteam          0        0           0.00       34    0.10       2448.0    0.10         1.0   0.00      5.00     0.00       0.00        0.01      98.93     0.04

atlascdn      4        4        287.89 19084  54.95 1374048.0  55.14     687.3   2.95    20.00     0.00       0.00        0.07      97.47     0.17

atlasprd    87      87      5661.56  14861 42.79 1069992.0  42.94 17467.4  74.97   25.00     0.02       0.00        0.24      85.02     1.63

A description of all the columns is not given here, but it is sufficient to compare the FSTgt value (Fairshare target) with the previous column, which gives the percentage of the system actually used by each group.  Note that atlasprd is clearly doing very well in this example.
$ diagnose -f

FairShare Information

Depth: 7 intervals   Interval Length: 1:00:00:00   Decay Rate: 0.80

FS Policy: DEDICATEDPS

System FS Settings:  Target Usage: 0.00    Flags: 0

FSInterval        %     Target          0          1           2           3           4           5           6

FSWeight       -------    -------  1.0000  0.8000  0.6400  0.5120  0.4096  0.3277  0.2621

TotalUsage      100.00 -------  1656.2  2367.7  2439.5  2382.1  2270.3  2357.7  1878.7

GROUP

-------------

atlas               11.43   10.00      0.00       1.64       15.72   18.07   19.76   20.18   28.10

atlassgm          0.22     5.00      0.26       0.09         0.65    0.15       0.10    -------    0.01

dteam              0.00     5.00    -------    -------      -------    -------      0.00    ------- -------

opssgm*          0.21   10.00     0.23       0.25         0.26    0.25        0.22    -------    0.04

dteamsgm        0.00    5.00    -------    -------      -------    -------    -------    ------- -------

ops                   0.00    5.00    -------    -------      -------    -------    -------    ------- -------

atlascdn*         1.48   20.00       2.06       1.54      1.54       1.59      1.27    -------    1.53

atlasprd*        86.66  25.00    97.45      96.48    81.84     79.94   78.66     79.82   70.32

Some explanation of this table will be useful for the future when similar data are published as part of the monitoring of the ATLAS-Canada resources.  In this example, the history of usage of the system is monitored in 7 intervals and the decay of the significance of each interval is 0.8, i.e. the usage in the seventh interval only counts for (0.8)6= 0.2621 of the actual value.  The following procedure is followed to calculate a group’s current Fairshare value.  Numbers given for each group in each interval are in units of %.  This percentage is multiplied by the total usage for that period to obtain the usage for that group in units of CPU seconds.  This number is then multiplied by the FSweight for that period, and the seven periods are added to obtain the total weighted usage of the system by that group.  This is divided by the total weighted usage to get the FS share for that user.  This is compared to the FS target to determine the priority of subsequent jobs.

These reporting functions will be used to produce usage statistics on a regular basis as stated in Section 2.  In this way the allocation of resources will be transparent to all ATLAS-Canada users.
3.4. Storage access to Canadian-only resources
Access to the Tier centres’ storage is done in WLCG via the Storage Resource Manager (SRM) Grid layer. In the current SRM v2 implementation, space tokens are used when writing files. Space tokens have been put into production since early 2008 as requested by the LHC experiments. A space token is a storage allocation of a fixed size along with an Access Control List (ACL). The ACL is essentially derived from VOMS attributes (group and role).  However, the Distinguished Name of the user who created the file is also recorded so that usage can be monitored at the user level. For ATLAS production, the tokens are created once with an initial size under a specific name or description, for example: ATLASDATADISK, which is used for storing real data like ESD's and AOD's.  The space tokens will fill up eventually so their sizes will have to be adjusted accordingly.  This will also occur when more storage resources are added to a site. 

Each production space token appears in the overall ATLAS DDM configuration files (i.e. Tiers Of ATLAS) since the space is centrally managed by ATLAS and file replication using these tokens is necessary. Any solution to the allocation of Canadian only storage resources must therefore necessarily involve the use of storage tokens to enable the easy movement of files.
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The usage of space tokens and ACL's makes the management of dCache for instance easier since it is not necessary to partition the storage and allocate specific pools to specific groups, which would add more complexity and make the overall system less flexible. In the current configuration at the TRIUMF Tier-1 centre, there is a common disk pool in which storage tokens have been defined (see figure 1). This is the most flexible configuration as far as storage management is concerned. 

The GROUPDISK is meant for physics group DPD outputs. Since there is always a concern of unnecessary space token proliferation, it was decided to use a single token for all physics groups. Strictly speaking a USERDISK token, used to provide the equivalent of home directories for ATLAS users, is not needed at a Tier-1; only Tier-2 sites have to implement this token. ATLAS requested that 80% of the WLCG CPU be allocated for production while the remainder is for all ATLAS users (at all sites, including Tier-1's).  This could change in the future when real collisions data show up and the Tier-1 centres are very busy doing reprocessing for months. These users have to be able to write their output somewhere. The USERDISK token is only a handful of TB at the Tier-1, so it is not a concern as far as interference with normal Tier-1 operation is concerned. It is expected that users will copy their files back to their “home” site, which can be either a Tier-2 or a Tier-3.
We will use the LOCALGROUPDISK token for the Canadian-only resources.  This space token will be used for both the default allocation and for temporary power-user disk allocation. Any files written into the Canadian-only resources (both at TRIUMF and the Tier-2s) will be properly catalogued in the TRIUMF LFC, including information such as file size, userID, and userRole.  Therefore it will be possible to keep track of the usage and access patterns (see Figure 2 below).  The RAC should be able to keep track of who requested what and who is using what, and eventually request file deletion.  Default and power-user files belonging to a particular user will be distinguished by the VOMS Role used to write the file.  It will therefore be possible to selectively delete only the power-user files when this role expires for a user, without affecting long-term storage for that user.
The ATLAS DDM (Distributed Data Management) system needs to be aware of any Canadian specific space tokens, and this therefore needs to be coordinated with the DDM operations team.  The discussion of Canadian-specific space tokens has already occurred with the DDM group.  First impressions show that the DDM group would rather stick to a pre-defined set of space token names rather than a mixture for each group.  Thus the LOCALGROUPDISK token will be needed in the short term at the Tier-1 and Tier-2s.  What is applied to the Tier-1 should be applicable to the Tier-2's as well once the NPF Canadian-only resources are deployed and put into production (excluding tape access). In fact, the same model should be applied to both tiers so that access transparency to the Canadian-only resources remains.

At present the following space tokens requested centrally by ATLAS are defined at the Canadian Tier-2 dCache sites:

-     MCDISK – for simulated datasets; centrally managed by ATLAS / CDN Cloud

- DATADISK – for recorded datasets; centrally managed by ATLAS / CDN Cloud

- PRODDISK – production job output for subsequent transfer to TRIUMF Tier-1;
                          centrally managed by ATLAS / CDN Cloud

Additional space tokens were requested on August 1, 2008 for deployment at Canadian Tier-2s:

-  USERDISK - general ATLAS user storage space with finite lifetime 

                        - centrally managed by ATLAS (accounting, cleaning, …)

                        - no DDM subscriptions

                        - only accessible to /atlas members

- LOCALGROUPDISK -local group / ATLAS Canada user storage space with finite lifetime

                                       - centrally managed by ATLAS-Canada (accounting, cleaning, …)

                                       - no DDM subscriptions

                                      - only accessible to /atlas/ca members

The USERDISK and LOCALGROUPDISK 
tokens are already being deployed in other ATLAS Clouds (FRance for example also has LOCALGROUPDISK with verbal agreement as to where their users should store their ‘final’ files for Tier-3 style usage).

Within Canada each typical user will receive an allocation of storage space at the Canadian Tier-2 sites to be accessed using their /atlas/ca group membership.  Regular accounting of space usage will be obtained through the information stored in the TRIUMF LFC (LHC File Catalog) providing detailed information regarding the amount of storage used within a given space token as a function of the user distinguished name (DN) and role based upon their Grid certificate and proxy.  To simplify initial management, the storage for a given user will be hosted at a single Tier-2 site instead of aggregated across multiple sites.
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Figure 2: Source http://gridinfo.triumf.ca/panglia/CAN-t2-disk/
Figure � SEQ Figure \* ARABIC �1� - Storage space and tokens.








� Note that some of the current Tier-2 resources are funded by other means such as startup funds and other CFI grants.  





